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AIMS

1. Do we need a shared data structure?
2. Understand the structure and properties

of our data
3. Detail our data infrastructure
4. Present our in/out data flows
5. Discuss about future possibilities



Do we need a shared data structure?
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Yes we do!



Proposal (from June 2021) :
Open a discourse on the data access model, keeping in mind
cost of the data collection, possible exploits for commercial
purposes, and infrastructure;

Start to reason on the feasibility of an international “meta-
database”, i.e: a harmonized catalogue of existing datasets
and a set of rules for developing new datasets;

Reflect on the criteria for retrospective harmonization;

Leverage on existing experience - from the COVID study but
also from other fields, e.g the Maelstrom catalogue
(epidemiology)
https://www.maelstrom-research.org/page/publications



It makes sense if:
- We want to increase

interoperability, data exchange, 
data pooling and collaborations;

- We want to foster secondary
research, teaching, and 
education;

- We want to probe new 
dissemination strategies;

- We want to set common quality
standards;

- We want to reduce development
and maintenance costs.

1. A shared data structure

It does not make sense if:
- We are jealous; 
- We are shy;
- Other reasons I cannot think of.



It requires harmony:
- Data are generated in the same way;
- Data have the same shape;
- Data have the same classification

properties;
- Data are pulled for similar purposes.

1. A shared data structure

That’s what I see in my wildest dreams
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The real question is: would our data fit in such a structure



OPEN question 1:
Do we want to increase interoperability, data exchange, data 
pooling and collaborations; foster secondary research, 
teaching, and education; probe new dissemination 
strategies; set common quality standards; and reduce 
development and maintenance costs?
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Fairly rhetorical



OPEN question 2:
Are our data harmonic? Are they generated in the same way, 
with the same shape, with the same classification 
properties?

Do we use them for similar purposes?
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This is the real deal



Our data



Individual Patient Experiences
Subjective narratives in which
participants tell their own
experience from their own point of 
view

Database
Data are indexed and structured, 
accessible to multiple actors for 
different purposes

Local branch
One among many!

2. Our data
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Let’s start with what matters for real: IPEx. Then D. Than many of these.



DIPEx International is a network 
comprising research groups from 14 
countries.

We all follow the same methodology
and generate similar data. 

2. Our data



Interview guide
Semi-structured document listing the questions to ask and the 
prompts to give to the interviewee. Starts with an open section then
follows specific topics of interest.

Interview files
The interview is audio and/or video recorded – according to the 
preferences of the itwee – and then transcribed as text. 

1. Our data

Relatore
Note di presentazione
Key point here: we follow more or less the same process



Coding
The interviews are loaded in a software for computer assisted
qualitative data analysis. We define a specific coding tree and 
manually code the text (= assing one or more labels to a meaningful
passage) 

2. Our data
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Key point here: we follow more or less the same process




Thematic analysis and OSOPs
We select specific topics that allow us to tell the ‘collective history’ of 
a given experience weaving individual voices together. We attribute
codes to topics, retrieve the quotes, and put the story together. 

2. Our data
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Define themes for the analysis
Put on One Piece of Paper all the relevant sections of the interviews for each one of the themes
Distill the «common narrative»

Key point here: we follow more or less the same process



2. Our data
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Key point here: we follow more or less the same process




Website material
Based on the OSOPs, we prepare selected material to be put online 
and serve as an important resource for patients, relatives, caregivers, 
healthcare professionals, and students.

2. Our data
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Key point here: we follow more or less the same process




1st informed consent
The interviewee allows the research team to record the interview (A 
or V). The material is fully available for research and teaching.

2nd informed consent
The interviewee revises the transcript and specifies their preference
about the online use (yes / only specific parts / no) + (video / audio 
/text ) 

2. Our data
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Important as it determines what we can and can’t feed in Raw or Index



Key message 1
We collect semi-structured interviews of people telling their own experience with selected health
conditions. We transcribe and code the interviews, conduct thematic analysis and use the resulting
material for publications and divulgation.

Our data are generated in the same way, hence have the same ontological properties.

Our data are analyzed in the same way, hence have the same classification (=relational) properties.
Each experience belongs to a topic, which belongs to a category, which belongs to a module.
Each experience belongs to one interviewee.
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Ontological properties = we generate data in the same way
Classification properties = data have the same shape.



3. Data structure and infrastructure



This is how we (CH) do it
There might be other ways for sure. This is ours, and my guess is that it’s gonna be similar to yours.

The point is: if the structure is similar, we might meet the ‘harmony’ criteria detailed above.



3. Data structure and infrastructure

Raw dataset
The DNA of our research data; located on IBME’s servers

Index dataset
The index and mRNA of our research data (extended
metadata); located on UZH’s MariaDB instance
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1: whole original research data
2: selected, structured and organized data resulting from analysis. Contains data and also metadata for the raw dataset.



Interviews
Material resulting from the interview: original audio / video; 
transcript; revised transcript; informed consents; 
demographic variables of the interviewee

Analysis
Analysis material regarding all the interviews: CAQDA master 
file, coding tree, OSOPs

3. Data structure and infrastructure
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Raw is sacred and untouchable (=640 in CHMOD)



Experience
Minimal viable entity of the dataframe, defined as one 
narrative block with thematic coherence. 

Each experience has ontological properties (= how it was
generated/extracted); classification properties (=triple set 
module/category/topic); descriptive properties; data 
management properties.

3. Data structure and infrastructure
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selected, structured and organized data resulting from analysis.



The stuff I was 
saying one 
slide ago

Title
Giovanni explains why he tinks index databases are 
a cool idea
Description
…
Belongs to module
DBS
Interviewee code
DBS01
Original language
ENG
Start time
00:15:01
End time
00:20:08
Belongs to category
Data infrastructure
Belongs to topic
Granular organization of the data

Video and/or audio and/or text

3. Data structure and infrastructure
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What can we fit in this structure? Let’s try something weird, e.g the stuff I was saying one slide ago



3. Data structure and infrastructure
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The table displays the database fields for each experience



3. Data structure and infrastructure
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The index database allows us to respect the FAIR data principles



Findable data
Everyone (people and machines) with access to the database 
can navigate the metadata; can know what data we have; 
can search them using any of the fields building complex
queries.

3. Data structure and infrastructure



Accessible data
The communication protocol is free and open; it allows
(different levels of) authentication and authorization; the 
metadata are always available.

3. Data structure and infrastructure



Interoperable data
Data use open formats (as much as possible) = shared
language for knowledge representation; data include 
references and pointers = from where the data come 
from, where the data are used.

3. Data structure and infrastructure
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Some of our stuff is not open = maxQDA files. But the whole Index dataset is open.



Reusable data
The ultimate goal of FAIR is to optimise the reuse of 
data. Metadata and data are well-described so that they 
can be replicated and/or combined in different settings 
(by people and machines).

3. Data structure and infrastructure
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Namely: NLP activities, teaching, grounding of new research projects, exploration of alternative hypotheses, …



Key message 2
We store data and metadata under FAIR principles, building a future-proof data infrastructure
which allows people and machines to access the data.



4. Data flow



4. Data flow

Data in:
Interview data generated with the same methodology and 
with the same quality standards. Raw interview data are 
stored in the raw dataset. Their content is then indexed in 
the index database. 



4. Data flow
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This is our current data in interface. I am actually already writing a second and a third one (2. for translators and 3. for MD students – not for data in)



4. Data flow

Data out:
Data can be explored via the Index database. The Index 
database contains the metadata of the Raw database, but
also organized sections from the same data. Depending on 
the purpose, secondary research or teaching activities can 
use data from the Index dataset or from the Raw dataset. 
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Further divulgative activities, e.g: the Instagram project / the blog / a podcast / …



4. Data flow

Preparing lists of video and audio  
to edit for selected experiences
…in 2 lines of code
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Example 1: a common activity we need to make



4. Data flow

Getting all the experiences
belonging to a module
…in 3 lines of code
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Example 2: step one of a filtering process



4. Data flow

Getting all the experiences
belonging to a topic
…in 1 line of code

Relatore
Note di presentazione
Example 3: step two of a filtering process



4. Data flow

Getting all the text (in English) of 
the selected experiences
…in 1 line of code
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Example 4: what can we do with this text?



4. Data flow

Applying a simple NLP pipeline to 
the selected text
…looks like in 2 line of code but I’m
actually cheating (they are 43)
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Example 5: …NLP for instance. Or secondary analysis. Or preparing an exam. Or writing a podcast. Or…



Key message 3
We defined rules for incoming data (quality standards) and procedures for outgoing data. Being the
system flexible and open, multiple strategies for outgoing data are possible.



5. Future possibilities



5. Future possibilities

Do we need it? Do we want it? Let’s
stress test the concept and the 

structure with limit cases!

New 
partnerships 
to increase
incoming 

data

New 
interfaces for 
outgoing data

A database infrastructure allows to 
conceive multiple interfaces, specific
for their purpose. 
Currently we have one data out 
interface (DIPEx.ch). We could 1. 
probe the needs (of patients, 
students, relatives, researchers …) 
and 2. build new specific interfaces. Qualitative data are a useful lens to 

study complex phenomena, and 
proved crucial in improving person
centered care, patient
empowerment, and HCP training. 
More data (and better data) are a 
crucial need to generate evidence
based improvement in these areas.
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Agreement
Definition of MVR
Development
Implementation



Key message 4
We could use a common structure for our ‘index datasets’. This would allow:
- Internal interoperability and data sharing;
- Only the data which are authorized for publication are exposed;
- No risk to compromise or expose the original data (‘raw dataset’);
- Endless possibilities to develop new distribution tools;
- Enhanced possibilities for secondary research;
- New collaborations (inside and outside DIPEx International).

Plus:
- Cutting to 1/14th the total cost of data infrastructures;
- Cutting to 1/14th the total cost of website development and maintenance;
- Lowering the financial threshold for new members (fair FAIR data).



Institute of Biomedical Ethics
and History of Medicine

THANKS FOR YOUR TIME!
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